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Serverless Defined

“Serverless computing refers to a
new model of cloud native

computing, enabled by T CLOUD NATIVE

architectures that do not require b=l COMPUTING FOUNDATION
server management to build and
run applications. "

‘ Red Hat Y #RedHatOSD
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What is Knative ?

SERVING

An event-driven model
that serves the container
with your application and

can "scale to zero".

EVENTING

<

Common infrastructure for

consuming and producing
events that will stimulate

applications.

-
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AMQ Online

- Scalable, easy-to-manage messaging utility based on OpenShift container platform
- Enable developers to provision messaging infrastructure through a web console.

o #RedHatOSD
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AMQ Streams: What’s new

AMQ Streams 1.3.0 (Released Oct 2019)

Kafka 2.3.0 support

Kafka Bridge move to GA

Kafka Exporter

Change Data Capture (Tech Preview)

https://www.flickr.com/photos/orreip/ ) : #RedHatOSD



https://www.flickr.com/photos/orreip/
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Is Integration still relevant,
ina ySVCs world?
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https://www.flickr.com/photos/hodgers/

Monolithic APP Monolithic APP Monolithic APP
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His royal majesty, Apache Camel

http://camel.apache.org

‘ Red Hat

The swiss knife of integration

>10 years of development - still one of the most active
Apache projects

Based on Enterprise Integration Patterns (EIP)
Uses a powerful Domain Specific Language (DSL)
Can integrate anything

Supports 300+ components
3P #RedHatOSD


http://camel.apache.org

What is Camel K?

A lightweight integration platform, born on Kubernetes, with serverless superpowers

» APACHE - APACHE K y APACHE K
9 CamelK ‘; Camel ‘; Camel

OPENSHIFT

Runs on “vanilla” Kubernetes (1), Openshift (2) .:: OPENSHIFT

and gives its best on a Knative-powered cluster (3)!
& RedHat https://qithub.com/apache/camel-k 3 #RedHatOSD



https://github.com/apache/camel-k

What the hell is this?

“. as 0y
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What the hell is this?
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What?

1. Create an integration file (Java, Groovy, Kotlin, JS, XML, ...)

from('paho:sensors?brokerUrl=tcp://mgtt-broker:1883")

.log('S{body}")

.to('knative:channel/measures')

2. Run it
S kamel run integration.groovy

Camel K CLI

Camel DSL,
based on EIPs...

3. It runs on Kubernetes
/ OpenShift

Nodes

ﬂﬂﬂﬂﬂ

1?:10
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How?

Dev Environment

kamel CLI

Live updates!

>

Cluster
Integration

Custom Camel K
Resource Operator

Tailored for cloud-native development experience

Running
Pod

Fast

redeploy!
Less than 1
second!

https://qgithub.com/operator-framework/operator-sdk

& RedHat

#RedHatOSD


https://github.com/operator-framework/operator-sdk

Operator Hub

‘ ™ Camel K Operator
J 1.0.0-m1 provided by The Apache Software Foundation

N 71 nravidad v RDad Liad
0O.7/.1 provided by Red Hat

Community Operator

This is a community provided operator. These are operators which have r
Community Operators should be used with caution because their stabilit
1.0.0-m1 support for Community Operators.

OPERATOR VERSION

Knative Eventing Operator

n 71 . * Imad L » i1
\ f 1 nrovioden hv e HAa
O.7.1 providead by rxed rnat

e Learn more about Red Hat’s third party software support policy &
’ROVIDER TYPE ’

Community

PROVIDER

Apache Camel K

The Apache Software

Foundation Apache Camel K is a lightweight integration platform, bo Knatlve A paChe Camel Operator
REPOSITORY N 71 ided bv R '
=POSITO . 0.7.1 provided by Red Hat
https://github.com/apach |nSta“at|On : s L
e/camel-k To start using Camel K, install the operator and then create the following IntegrationPlatform:

CONTAINER IMAGE

apiVersion: camel.apache.org/vlalphal

Sockerlo/apachi/caniel- kind: IntegrationPlatform S y n d eS | S O p e ra‘to r
k:1.0.0-M1

metadata:
CREATED AT name: camelok 1.7.0 provided by Syndesis team

‘ Red Hat https://operatorhub.io 9 #RedHatOSD



https://operatorhub.io
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DEMO: Camel K
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http://www.youtube.com/watch?v=NmNkbrANb-8
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Fuse Standalone

“Classic”
integration

& RedHat

Tl
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2 SYNDESIS
fi f#iiascale e Self-service

e API Design & Implementation

Name Ceonection

e Data Mapping

ERER NN e Connectivity
e Intelligent Routing

B e Extensibility
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Time to run an integration in Syndesis

B CamelK | Local f-m-p binary 521 | Remote f-m-p binary S2| |} Source S2i

100 \

Lower is better:)

J

50

pes
pas

Deploy

3P #RedHatoSD
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DEMO: Syndesis

\.0 Red Hat


http://www.youtube.com/watch?v=4mnn3TqRhLg

